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 Understanding the data and identifying data 
issues such as errors and missing 
information,

 Detecting outliers whose values are 
significantly different from the other 
observations in the dataset.

The yearly cost of bad data is over $3 trillion annually in the US.
- Harvard Business review



 Selecting the most important variables
◦ Identifying possible relationships in terms of 

direction and magnitude between independent and 
outcome variables,

 Testing hypotheses and developing 
associated confidence intervals or margins of 
error,

 Examining underlying assumptions to know if 
the data follows a specific distribution, and

 Choosing a preliminary model that fits the 
data appropriately.



Quantitative
• Calculation of summary statistics

Graphical
• Summarizing through graphs



Univariate
•One variable at a time

Multivariate
•Two or more variables
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 Median 
◦ A value that divides the dataset into two halves
◦ If N is odd number, median = middle value
◦ If N is even number, median = mean of middle 

values
 Mode
◦ Observation that has highest number of 

occurrences in the dataset

Sample mean
Sample size



 Range 
◦ Captures amount of variability
◦ Difference between the largest and smallest observations

 Quartiles
◦ Separate the dataset into four equal parts
◦ Use percentiles 
◦ First quartile (Q1) – 25th percentile; second quartile (Q2) or 

median – 50th percentile; Third quartile (Q3) – 75th

percentile
◦ 85th percentile speed used for setting up speed limits

 Interquartile range
◦ Captures data spread
◦ Middle half of the data
◦ IQR = Q3 – Q1 



 Variance
◦ Used to calculate dispersion in the data

Sample variance  𝑠ଶ ൌ ∑ ௫ି௫̅ మ
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 Standard deviation
◦ Square root of variance

 Standard error
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 Coefficient of variation
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 Symmetrical 

 Asymmetrical data



 Skewness, Kurtosis (measure of the sharpness 
of the peak of a frequency distribution).



 Pearson’s correlation coefficient
◦ Used when variables are measured on an 

interval/ratio (continuous) scale
 Spearman rank-order correlation coefficient
◦ Used when variables are measured on an 

ordinal/ranked (integer) scale
 Chi-square test for independence
◦ Used when two sets of data are measured on the 

categorical scale





 Relative risk and odds ratio



 Is it dangerous to use cell phone while 
driving? (Example 5.3)

Group

Outcome
Crash 
events

No-crash 
events

Cell phone use 83 236
No cell phone use 170 613

𝑅𝑅 ൌ
83 83  236⁄

170 170  613⁄ ൌ
0.26
0.22 ൌ 1.18

𝑂𝑅 ൌ
83 236⁄

170 613⁄ ൌ
0.35
0.28 ൌ 1.25



 Statistics are usually calculated from samples
 Confidence Intervals allow inferences to be 

drawn about the population by providing an 
interval

 A lower and upper value, within which the 
unknown parameter will lie with a prescribed 
level of confidence



Confidence intervals for unknown mean and known standard deviation

Confidence intervals for unknown mean and unknown standard deviation

Confidence intervals for proportions

Confidence Intervals



 Calculate the confidence interval for truck 
proportion. (Example 5.4)
A survey was conducted at two horizontal curves for a short period of time in 
Texas. At first horizontal curve, 296 passenger cars and 43 trucks, and at the 
second curve, 324 passenger cars and 72 trucks were observed. 
The sample truck proportion in the traffic is 
ሺ43  72ሻ 296  43  324  72 ൌ 0.156⁄ . 

The 𝑧-value for the 95% level significance level ൌ  ଵି
ଶ
ൌ ଵି.ଽହ

ଶ
ൌ 0.025 = 1.96.

The confidence interval for the truck proportion is obtained as 

𝑝  𝑍
𝑝ሺ1 െ 𝑝ሻ

𝑛 , 𝑝 െ 𝑍
𝑝ሺ1 െ 𝑝ሻ

𝑛 ൌ 0.156  1.96
0.156ሺ1 െ 0.156ሻ

735 , 0.156 െ 1.96
0.156ሺ1 െ 0.156ሻ

735
ൌ 0.13,0.182



Test to determine whether a hypothesis is true or not based on sample data.

Step 1 – State the hypothesis

 H0 (null hypothesis): no variation exists between the variables or that a single 
variable is not different than its mean.

 H1 (alternative hypothesis): variation exists between the variables or that a 
single variable is different than its mean.

Both hypotheses are mutually exclusive.

Step 2 – Select confidence interval

This step involves selecting the appropriate confidence interval (C). The 
significance level could be equal to 0.01, 0.05 or 0.10.

Hypothesis Testing



Step 3 – Choose the test method and compute probability

 The test method is highly dependent on the data sampling distribution. 
 The test method typically involves a test statistic that might be a mean score, 

proportion, difference between means, difference between proportions, etc. 
 Compute the probability (P-value) that provides an evidence whether to 

accept or reject the null hypothesis.

Step 4 – Interpret results

 The P-value is compared against the significance level (1-C) selected in Step 
2. 

 If the P-value is less than 1-C, then there is an evidence to reject the null 
hypothesis which states that the observed effect is statistically significant, 
and the alternative hypothesis is considered valid. 

 As the P-value becomes smaller, the evidence against the null hypothesis 
becomes stronger.

Hypothesis Testing



Decision Errors

Type I error. 
• A Type I error occurs when a null hypothesis is rejected even though it is true. 
• The probability of committing a Type I error is nothing but the significance level 

selected in Step 2 of a hypothesis test.

Type II error. 
• A Type II error occurs when a null hypothesis is not rejected even though it is 

false. 
• The probability of committing a Type II error is denoted by b. The probability of 

not committing a Type II error is called the Power of the test, and is denoted by 
1- b.

Hypothesis Testing



Hypothesis Testing
Two-tailed hypothesis test
The two-tailed test is a method in 
which the rejection region is on two
sides of the sampling distribution.

One-tailed hypothesis test
A one-tailed test is a statistical test in 
which the rejection region is onesided
of the sampling distribution.



Hypothesis Testing

Before reaction times (𝑥ሻ After reaction times ሺ𝑦ሻ Difference ሺ𝑑ሻ
6.25 6.85 -0.60
2.96 4.78 -1.82
4.95 5.57 -0.62
3.94 4.01 -0.07
4.85 5.91 -1.06

.

.
.
.

.

.
4.69 3.72 0.97

Mean difference (𝑑) -0.5015
Standard deviation ሺ𝑠ሻ 0.8686

t ି.ହଵହି 
.଼଼ ଵଽ⁄

 Does drinking two beers cause driver 
impairment? (Example 5.6)

The critical value for a two-tailed test from a 𝑡-distribution 
with 19 degrees of freedom for 0.05 significant level is 2.086.



Hypothesis testing for one sample

Hypothesis Testing

When the population mean and standard deviation are 
known, the z statistic is calculated as

When the population mean is known and the standard 
deviation is unknown, the test statistic is calculated as



Hypothesis testing for one sample

Hypothesis Testing

You compare the value with the one documented in the 
below table.



Hypothesis testing for two samples

Hypothesis Testing

 Comparing two samples is of great interest to understand 
the difference between the two groups. 

 The groups can be either dependent or independent with 
each other.



Hypothesis testing for two samples

Hypothesis Testing

Dependent Samples
 Observations from one group are paired with observations 

in the other group, so it is called matched pairs.
 The paired sample t‐test is the most common statistical 

procedure used for dependent samples. This test is useful 
for evaluating the differences in two time periods for the 
same observation or for comparing the two different 
treatments applied at the same site in different times.

 The difference is then tested using the same equation 
described previously with μ=0:



Hypothesis testing for two samples
Hypothesis Testing

Independent Samples
 Observations selected from one group are completely 

independent from the observations selected in the second 
group.

 The parameters tested using independent samples are 
either population means or population proportions. 

 For this kind of analysis, the sample size (n) and the 
standard deviation (s) will be different for each population. 

 The testing will be dependent on the sample size for both 
populations. When it is large, the normal distribution can 
be used and when they are small (~5 to 25), the student‐t 
distribution needs to be used.





Box Plot and Whiskers
 Box Plot displays the five-number summary 

of a set of data
 Whiskers show variability.



Box Plot and Whiskers



Histograms
 Shows the distribution of a continuous 

variable
 Bins must be adjacent without any gap



Histograms



Bar Graphs
 Bar graph relates two variables
 It is used for categorical variables



3D Bar Graphs



Stacked Bar Graphs



Mosaic Plot



Error Bars
 Indicates the uncertainty in the estimated 

measurement
 Used to show a confidence interval or the 

minimum and maximum values



Pie Charts
 Used to show proportions of various 

categories



Scatterplots
 Used to show the relationship between two 

variables



Scatterplots



Bubble Charts



Radar/Web Plots
 A two-dimensional figure used for 

examining several variables at the same time 
or on the same plane for a single unit



Heat Map
 Used to communicate relationships between 

data values and to explore large datasets



Contour Plots
 Uses constant z- slices, called contours, on a 

two-dimensional plane to show a three-
dimensional surface



Population Pyramid
 Illustrates graphically the distribution of 

various age groups in a population by gender 
for a particular variable


