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The material presented in this series of lectures 
are taken from this textbook and other sources 
based on lectures given by the authors.

The textbook is available on Amazon and the 
Elsevier website below among other places.

https://www.elsevier.com/books/highway-safety-analytics-and-modeling/lord/978-0-12-816818-9
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Datasets for examples and updates/corrections can be find in the following link:
https://dlord.engr.tamu.edu/highway-safety-analytics-and-modeling/



 Basic Models
◦ Poisson, NB, PLN

 Generalized count models for underdispersion
◦ COM-Poisson

 Finite mixture and multivariate models
 Multi-distribution models
◦ NB-L, NB-GE

 Models for better capturing unobserved 
heterogeneity
◦ Random Effects, Random Parameters

 Semi- and nonparametric models
◦ GAMs, Semi-parametric Poisson, NB-Dirichlet process
◦ SVM, MLP (Neural Network), BNN



 Selection of model should be based on 
characteristics of data and study objectives

 Pragmatic approach: MLE (for simple) and 
Bayesian (for complex)

 Goodness-of-fit not the sole objective
 Goodness-of-logic is also important
 It is good to introduce new models/methods, but 

it should address a specific problem
 Although the NB model can suffer from 

methodological issues, it is still a very solid model 
that has been studied extensively



 Empirical Bayes (EB) Method
 Crash Variance and Variance Function
 Low Sample Mean and Small Sample Size
 Goodness of Logic
 Reducing Unobserved Heterogeneity
 Correlation between Severity Models
 Safety Performance of Automated Vehicles (New 

topic)



(introduction – it will be discussed more as 
part of Chapter 7)



The empirical Bayes (EB) method was initially developed as an approximation of the 
Bayes method, as the latter method requires a multidimensional integration of the 
total prior function of the Bayesian (bottom of equation), which was first described 
in Chapter 2:

With the availability of very advanced computing power and the application of the 
Markov Chain Monte Carlo (MCMC), the EB method is basically no longer use in 
statistics and other fields. However, it remains very popular in highway safety.

The EB method was initially introduced by researchers from England (TRRL) in a 
1981 paper (Abbess et al., 1981) and later refined by Ezra Hauer in the late 80s 
and early 90s. 



In highway safety, the EB method consists of using two sources of information: one 
coming from the site investigated and one coming from a population of 
sites that are assumed to have the same basic characteristics (e.g., 4-
legged urban signalized intersections, 4-lane divided rural arterials). The EB 
estimate is calculated as follows (based on the NB distribution/model):

Note: In the context of modeling for estimating the safety of entities, the same 
sites/observations yi are used for estimating μi. For statisticians, this is a violation of 
the Bayes rules (using data twice).

Gamma (1, 1/   )



In the context of safety estimation, the EB method is assumed to more accurately 
estimate the long-term mean of a given site. Recall that the simplified assumption 
states that crashes for a given site/observations follow a Poisson distribution (over 
time) where the mean is gamma distributed (or other distributions).
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Function of covariates:







Many other models allow for a varying dispersion parameter. They 
include the COM-Poisson and Poisson-Inverse Gaussian among others.
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If either F1 or F2 = 0, no crash can occur, but if no F2, 
vehicles on major road can still turn and hit another 
vehicle on major road. (crash risk not zero)





















 Important objective, but should not be the 
sole objective

 Two different philosophies:
◦ Reduce it via the parameters (Random Parameters)
◦ Reduce it via the error (multi-distribution, such as 

the NB-L)
 Do both at the same time (RPNB-L and other 

recent expansions)?
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Univariate Multivariate





 A lot of research is now devoted to AVs
 Data related to crashes or near misses is very 

limited
◦ In California, companies need to report all crashes 

involving AVs (within two weeks)
◦ NHTSA is implementing such rule at the national 

level in the US
 This limited data availability causes important 

methodological challenges
◦ Simulation work and risk probabilities (failure) when 

they are available
 Need for methods to estimate their safety



Sohrabi et al. (2021) have proposed using a duration model/hazard function for 
such evaluation. The goal consists of estimating time to crash given the available 
exposure (aggregated). The approach was also used for comparing it with human-
driven vehicles (conventional vehicles or CV).

Sohrabi, S., D. Lord, B. Dadashova, F. Mannering (2021)Towards the assessment of automated-vehicle 
safety with duration modeling. Paper submitted for publication.

The probability of survival (being crash-free) beyond 𝑥 miles is shown as:

The cumulative distribution function of number of miles between crashes can then 
be written as:

The first derivative of this cumulative distribution with respect to distance gives the 
density function f(x) = dF(x)/dx. With this, the instantaneous rate of failure 
(crashes) is represented by the hazard function, ℎ(𝑥):











Note: Hazard model is also covered in Chapter 7 of the textbook.


